Dynamics of visual object coding within and across the hemispheres: Objects in the periphery
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Abstract

The human brain continuously integrates information across its two hemispheres to construct a coherent representation of the perceptual world. Characterising how visual information is represented in each hemisphere over time is crucial for understanding how hemispheric transfer contributes to perception. Here, we investigated information processing within each hemisphere over time and the degree to which it is distinct or duplicated across hemispheres. We presented participants with object images lateralised to the left or right visual fields while measuring their brain activity with electroencephalography (EEG). Stimulus coding was more robust and emerged earlier in the contralateral than the ipsilateral hemisphere. Presentation of two stimuli, one to each hemifield, reduced the fidelity of representations in both hemispheres relative to one stimulus alone, signifying hemispheric interference. Finally, we found that processing within the contralateral, but not ipsilateral, hemisphere was biased to image-related over concept-related information. Together, these results suggest that hemispheric transfer operates to filter irrelevant information and efficiently prioritise processing of meaning.
Introduction

The human brain has two distinct but connected hemispheres that must communicate and coordinate to yield unitary visual perception. Due to the contralateral arrangement of the visual system, stimuli presented to one hemifield are initially processed in the opposite hemisphere. Yet, from this hemisphere-distinct processing a single coherent percept of the visual world emerges, highlighting the importance of hemispheric integration. The nature of hemispheric processing has fascinated cognitive neuroscientists for decades. For example, studies using split-brain patients, who had the corpus callosum surgically severed, have shown that the left and right hemispheres can have different perceptual experiences and responses to the same stimulus (1, 2). The mechanisms underlying hemispheric transfer are complex, involving communication between brain regions at different levels of processing, but understanding how neural processing results in perception requires a better understanding of information processing within and across hemispheres.

The left and right hemispheres of the brain are largely homologous in terms of structure and function. The strength in this duplication, or redundancy, can be borne out in behaviour; for example, interhemispheric cooperation can improve performance on highly complex tasks (3, 4). Neurally, interhemispheric communication is facilitated by a number of anatomical connections between the left and right hemispheres, including the corpus callosum, posterior commissure, and anterior commissure (5–7). These connections allow the two hemispheres to share information and coordinate their activities. For visual perception, the integration of information across the hemispheres is crucial, yet is not as well characterised as other aspects of visual processing. The hierarchical nature of visual processing has been well-studied; across the swath of visual cortex, there is a hierarchical flow of features, starting with sensitivity to low-level features such as straight edges coded in primary visual cortex, through successive stages to higher level categorical features associated with specific patterns (e.g. words or faces) coded in ventral temporal cortex (8, 9). Models of the visual system, however, typically do not consider the interplay between
the two hemispheres, despite their joint involvement in perception. In this paper, we map
the dynamics of information coding within each hemisphere and the sharing of this
information across hemispheres.

Neural recordings have shed light on the computations that underlie hemispheric
processing. Studies using electroencephalography (EEG) in humans have shown earlier and
stronger evoked responses over the scalp contralateral to stimulus presentation relative to
the ipsilateral side, consistent with the trajectory of fibres from the eyes to the contralateral
hemisphere (10–12). Inter-hemispheric transfer time calculated from event-related
potentials in occipital brain regions have been observed between 13ms and 26ms (10, 12,
13), varying by stimulus location and intensity (14, 15). The inferred but untested
implication is that the contralateral hemisphere initially registers the sensory information,
and then propagates a subset of this information to the ipsilateral hemisphere. Yet,
strength of neural activation is not necessarily correlated with strength of information
coding (16). A pertinent question, then, and the focus of this paper is how the
representations derived in the contralateral and ipsilateral hemispheres differ.

Studying hemispheric information has proven difficult in humans due to traditional analytic
methods of neural data that obscure subtle neural patterns of activity. With the advent of
multivariate pattern analyses (MVPA), or neural “decoding”, however, we can study what is
represented in the brain using non-invasive neural recordings in humans (17). Combined
with high temporal resolution neuroimaging methods such as electroencephalography
(EEG), MVPA can elucidate the time course and fidelity of stimulus information within
neural patterns of activity. Time-resolved neural decoding methods have shown that visual
information is represented quickly in the brain, occurring in less than 100ms from stimulus
onset (18, 19). Notwithstanding this rapid time course, EEG has sufficient resolution to
detect high spatial frequency neural activity early in the course of signal propagation (20),
making it possible to separate signals from the left and right hemispheres and permitting
opportunities to study dynamics of information within each hemisphere.
In this paper, we use EEG and multivariate analyses to investigate the representation of visual information within each hemisphere and the similarities across hemispheres over time. We employed a rapid serial visual presentation (RSVP) paradigm with visual stimuli presented to the left and right hemifields while neural activity was measured using EEG (Figure 1). The goals of this study were threefold. First, we assessed how the contralateral and ipsilateral hemispheres process visual signals from the periphery (projected just to one hemisphere initially) over time. Second, we presented stimuli to the left and right hemifields simultaneously to understand how processing changes when different signals project to the two hemispheres, with the expectation that there might be interference in the representations. Finally, to understand the content of hemispheric information, we assessed how the neural representations per hemisphere compare to similarity judgements on independent perceptual and conceptual tasks. We found clear contralateral dominance in the strength of visual coding, as expected. Further, we found reduction in information when two different stimuli were shown, one to each hemifield, suggesting that there may be interference or competition for representation between contralateral and (propagated) ipsilateral information. With respect to behaviour, we found that the contralateral hemisphere contains more information relevant to perceptual than conceptual judgements, but that this perceptual bias is largely missing in the ipsilateral hemisphere. This finding provocatively indicates that hemispheric transfer might efficiently prioritise meaning, rather than image statistics. These results yield great insights into hemispheric processing, the complex interplay between the two hemispheres and how they cooperate to create a unified representation of the visual world.
Results

Neural dynamics of stimulus representations: single-peripheral condition

To investigate hemispheric dynamics when processing was biased to one hemisphere, we assessed the neural representations of stimuli shown peripherally to the contralateral and ipsilateral visual fields (Figure 1B; top). We used neural decoding methods applied to the event-related EEG data to assess stimulus-specific representations per hemifield (left/right) and hemisphere (left/right).

Decoding was performed separately using clusters of electrodes measuring from the left and right hemispheres over time (Figure 1C). Stimulus information coded within each hemisphere, as indexed by mean pairwise decoding accuracy for the 36 stimuli, showed
clear contralateral dominance (Figure 2A,B). In the left hemisphere, right visual field (RVF) stimuli showed higher decoding and earlier onset (peak = 53.39%, onset = 79ms) than left visual field (LVF) stimuli (peak = 51.68%, onset = 96ms). Similarly, in the right hemisphere, the contralateral (LVF) stimuli showed higher decoding and earlier onsets (peak = 54.98%, onset = 78ms) than RVF stimuli (peak = 52.53%, onset = 91ms; see Table 1). Interestingly, representations in the right hemisphere were stronger than those in the left hemisphere for both contralateral and ipsilateral stimuli (Figure 2C), consistent with previous reports (21). Notably, this right-hemispheric dominance was not driven by the faces in the stimulus set; the 18 non-face objects also produced stronger right hemisphere representations when analysed separately (see Supplementary Material). Overall, for single stimuli presented to a hemifield, decoding peaked earlier for the contralateral stimuli than the ipsilateral stimuli, providing further support for differing dynamics in each hemisphere and a contralateral precedence in the visual system. Next, we turned to how the dynamics of representation varied when there were competing visual inputs from the two hemifields.

**Figure 2.** Peripheral stimulus representations in the left and right hemispheres (single-peripheral condition)

*Note.* Neural representations for stimuli in the single peripheral condition across time (1 ms resolution), as indexed by mean decoding accuracy of pairs of experimental stimuli. Accuracy of decoding is plotted separately for stimuli appearing in the contralateral and ipsilateral visual fields. A) Decoding using cluster of electrodes over the left hemisphere. B) Decoding using cluster of electrodes over the right hemisphere. C)
Difference between right and left hemisphere decoding accuracy. Shaded lines indicate standard error of the mean. Contralateral representations were stronger, with earlier peaks and onsets than ipsilateral representations. Right hemisphere representations were stronger than the left for contralateral stimulus presentations. Bottom plots show Bayes Factors which indicate the evidence for above chance decoding per condition or non-zero differences between conditions.

**Neural dynamics of stimulus representations: dual-peripheral condition**

We were interested in how representational dynamics varied according to the contralateral and ipsilateral side when two stimuli were presented simultaneously: one to the left visual field and one to the right visual field (Figure 3). Given the ubiquitous nature of hemispheric transfer, we expected that the fidelity of stimulus information might be reduced when there are competing inputs to the two hemispheres. For this dual-peripheral condition, decoding was performed for each stimulus separately but, now, in the context of a second stimulus in the other field. Again, as above, there was clear contralateral dominance in both the left and right hemispheres (Figure 3A,B). In the left hemisphere, the RVF stimuli showed higher decoding and earlier onset (peak = 53.13%, onset = 69ms) than LVF stimuli (peak = 50.93%, onset = 99ms). Echoing these results, in the right hemisphere the contralateral (LVF) stimuli showed higher decoding and earlier onsets (peak = 54.49%, onset = 78ms) than RVF stimuli (peak = 51.27%, onset = 85ms). Right hemisphere superiority was reliable for contralateral but not ipsilateral representations (Figure 3C). Together, these results show that even when there is competing information from the two hemifields, information about each stimulus is processed by both hemispheres of the brain at the same time. Whether these dynamics were similar between the single- and dual-peripheral conditions was tested next.
Figure 3. Peripheral stimulus representations in the left and right hemispheres (dual-peripheral condition).

Note. Neural representations when two stimuli are presented to different hemispheres, as indexed by mean pairwise decoding accuracy. Accuracy is plotted separately for stimuli appearing in the contralateral and ipsilateral visual fields. A) Decoding using cluster of electrodes over the left hemisphere. B) Decoding using cluster of electrodes over the right hemisphere. C) Difference between right and left hemisphere decoding. Shaded lines represent standard error of the mean. Onsets and peaks are marked above the x-axes. Representations for the contralateral stimuli were stronger, with earlier peaks and onsets than for ipsilateral stimuli. Right hemisphere representations were stronger than the left for contralateral stimuli. Bottom plots show Bayes Factors which indicate the evidence for above chance decoding per condition or non-zero differences between conditions.

Comparison of single and dual-peripheral presentation

To assess whether the addition of a second stimulus in the dual-peripheral condition interfered with the fidelity of stimulus representations, we compared the timing and strength of decoding in the single- and dual-peripheral conditions. Inspection of decoding onset time revealed earlier onsets for contralateral than ipsilateral stimuli, with contralateral decoding beginning before 80ms and ipsilateral decoding tending to begin after 90ms, regardless of which hemisphere or condition was being assessed (Table 1). Thus, the initial stage of stimulus processing was not influenced by clutter in the display.
Table 1. Onset time (with 95% confidence intervals in brackets) and peak decoding accuracy for single- and dual-peripheral conditions.

<table>
<thead>
<tr>
<th></th>
<th>Onset time</th>
<th>Peak decoding accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Left hemisphere</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Left hemisphere</td>
</tr>
<tr>
<td>Single-peripheral</td>
<td>Contralateral</td>
<td>79 [77-81]</td>
</tr>
<tr>
<td></td>
<td>Ipsilateral</td>
<td>96 [91-104]</td>
</tr>
<tr>
<td>Dual-peripheral</td>
<td>Contralateral</td>
<td>69 [68-78]</td>
</tr>
<tr>
<td></td>
<td>Ipsilateral</td>
<td>99 [97-105]</td>
</tr>
</tbody>
</table>

Note. Onsets and peaks according to condition (single-/dual-peripheral), hemisphere and whether the stimulus was contralateral or ipsilateral relative to hemisphere. Onsets were calculated as the time of the first time Bayes Factors were above 10 for 10 ms consecutively. Confidence intervals were calculated using jackknifing to subsample participants (leave-two-participants-out; 190 unique permutations) to yield a distribution of onsets.

However, there was a decrease in stimulus-related information in the brain in the dual-peripheral relative to the single-peripheral condition (Figure 4). To compare the representations encoded by the brain between conditions, we assessed decoding accuracy in each condition for contralateral and ipsilateral stimuli, collapsed across the left and right hemispheres. For both contralateral and ipsilateral combinations, stimulus representations were more robust for the single-peripheral than the dual-peripheral condition, indicating that a stimulus presented in the other visual field decreased the fidelity of stimulus representations.
Figure 4. Decoding accuracy for peripheral stimuli when presented alone (single) or with another stimulus (dual).

Note. Decoding accuracy is plotted according to whether stimuli were contralateral or ipsilateral relative to the electrode cluster. These results are collapsed across the left and right hemispheres. Information was stronger in the single-peripheral condition than the dual-peripheral condition (see BFs for difference), for both contralateral and ipsilateral stimuli. Shaded lines represent standard error of the mean. Bottom plots show Bayes Factors indicating the evidence for non-zero differences between single and dual conditions.

Representational similarity analyses: comparison across hemispheres

We were next interested in the structure of representations in the two hemispheres of the brain. The hypothesis was that stimulus coding in the ipsilateral hemisphere should reflect the same representations as the contralateral hemisphere, but following a delay approximating interhemispheric transfer time. To investigate the relationship between representations in the two hemispheres, we used representational similarity analyses (RSA)
which abstracts away from specific activity patterns (e.g., from EEG electrodes over the left hemisphere) to the relationships between different stimulus representations.

For each presentation condition (single-peripheral, dual-peripheral), stimulus visual field (LVF/RVF), time point and participant, we constructed neural representational dissimilarity matrices (RDMs) to quantify the dissimilarity in the representations of all 36 stimuli (i.e., in a $36 \times 36$ matrix with 630 unique values). The RDMs from the left and right hemispheres were then correlated for all possible time points (Figure 5A). These analyses were performed in a split-half manner, where correlations were always calculated across separate experimental sequences. Correlations between contralateral and ipsilateral hemispheres were assessed by collapsing across relevant visual field and left/right hemispheres. We found evidence for shared representations across the contralateral and ipsilateral hemispheres, particularly between 100-300ms after stimulus onset (Figure 5B). These correlations were more reliable for the single-peripheral condition than the dual-peripheral condition. This suggests that information that is transferred from the contralateral to ipsilateral hemisphere maintains stimulus-specific structure, but that transfer is reduced in the case of competing information (as in the dual-peripheral condition).

To assess the timing of information sharing, we assessed the number of time points with reliable correlations (BF>3) as a function of time for the contralateral and ipsilateral hemispheres. As expected, times were earlier for the contralateral than ipsilateral hemisphere (Figure 5C). A quantification of the time delay (ipsilateral-contralateral difference) for each reliable correlation revealed a consistent delay of shared information from the contralateral to ipsilateral hemisphere that was most commonly between 15-30ms (Figure 5D).
Figure 5. Shared structure of representations across the hemispheres.

A) Interhemispheric representational similarity approach for assessing shared information across the hemispheres. 36 × 36 stimulus neural representational dissimilarity matrices (an indexed by decoding accuracy) were correlated between the two hemispheres for every pair of time points using split-half cross-validation. This resulted in time × time hemispheric correlation matrices. If there was no delay between the hemispheres, the time generalisation plots would be symmetrical around the diagonal. B) Plots show mean time × time correlations for representational structure in the contralateral and ipsilateral hemispheres for the single-peripheral (left) and dual-peripheral (right) conditions. Plots are thresholded by points with evidence for cross-hemispheric correlations different from zero (BF > 3). The highest correlations were observed for contralateral to ipsilateral delays in the peripheral conditions (i.e., below diagonal correlations). C) Time of reliable interhemispheric correlation. Histograms show number of reliable (BF > 3) positive hemispheric
correlation time points as a function of contralateral and ipsilateral time. D) Hemispheric delay. Histograms show the temporal delays between ipsilateral and contralateral times for reliable (BF>3) times of positive interhemispheric correlation. Most reliable correlations occurred with a delay between 15-30ms from contralateral to ipsilateral hemispheres, for both the single-peripheral and dual-peripheral conditions.

**Consistency within and across hemispheres**

Next, we assessed the consistency in the structure of information within a hemisphere compared to information that is shared across hemispheres, to quantify unique versus shared hemispheric information. Within-hemisphere consistency was calculated as the correlation between RDMs from odd and even trial sequences for a given hemisphere. Across-hemisphere consistency was calculated as the correlation between RDMs from the left and right hemispheres for separate halves of the data (as in Figure 5). Mean within versus across hemisphere consistency for the single-peripheral condition is shown in Figure 6, collapsed across the left and right hemispheres to assess information within the contralateral and ipsilateral hemispheres relative to the shared information between them. Overall, there were higher correlations within the contralateral hemisphere than the shared (“across”) hemisphere correlations, but no reliable differences between the ipsilateral consistency and the shared information. Together, these results suggest that the contralateral hemisphere contains unique information over and above that in the ipsilateral hemisphere, but that the information in the ipsilateral hemisphere is a subset of that from the contralateral hemisphere.
**Figure 6.** Consistency of information within versus across hemispheres.

Note. Correlations between representational structure within and across hemispheres show unique information in the contralateral hemisphere above information that is shared with the ipsilateral hemisphere, but no unique information in the ipsilateral hemisphere. "Within" hemisphere consistency is calculated from a given hemisphere (contralateral/ipsilateral) using split-half Spearman correlation. “Across” hemisphere consistency is calculated as the correlation between the left and right hemispheres (as in Figure 5). Results are shown from the single-peripheral condition.

**Behavioural relevance of neural representations**

Having established that the representations of visual stimuli vary according to stimulus visual field and hemisphere, and that these representations are shared across hemispheres, we assessed their behavioural relevance to give insight into the content of the neural representations. We collated the perceptual dissimilarity of the 36 experimental stimuli obtained using online experiments. In each experiment, participants were presented with three stimuli simultaneously and asked to choose the odd-one-out according to two sets of instructions: “choose the one that looks different” (image task) or “choose the one that is conceptually different” (concept task) (Figure 7A). Stimulus dissimilarity was calculated as the proportion of odd-one-out choices for pairs of stimuli when they were presented together.
The behavioural results revealed that similarity judgements reflected both object category and meaning. To assess how the stimuli were clustered based on similarity judgements per task, we correlated the behavioural RDMs (Figure 7C) with models based on image/word category regardless of the object meaning (image model) and object type (concept model) (Figure 7B) using Spearman correlation. The image model correlated with behavioural judgements in the image task ($r = .81, p < .001$) and the concept task ($r = .28, p < .001$). Additionally, the concept model which distinguished the six object categories (bird, fish, tree, boat, face, tools), regardless of image/word status, also correlated with behaviour on the image task ($r = .30, p < .001$) and the concept task ($r = .59, p < .001$). Importantly, however, the image model had a higher correlation with the image similarity task than the concept similarity task ($z = 20.96, p < .001$) and the concept model had a lower correlation with behaviour on the image task than the concept task ($z = -9.68, p < .001$). Thus, although both the image and concept similarity tasks are correlated with both the image and concept model, there is a weighted asymmetry: images and words were chosen as more dissimilar in the image similarity task than the concept task because they look different despite sharing meaning and were intermixed and more related to the concept of the stimulus independent of perceptual format in the concept task. This asymmetry can be seen in the multi-dimensional visualisation of the results, where in the image task, words clustered separately to different image categories, but in the conceptual task, words clustered with their associated objects (Figure 7C-D).
Figure 7. Behavioural similarity tasks and results.

Note. (A) Behavioural task design. Three stimuli were presented simultaneously, and the task was to “choose the image that looks different” (image task) or “choose the image that is conceptually different” (concept task). (B) Stimulus models constructed for the 36 stimuli based on whether stimuli were images or words (left) or shared the same concepts (right). (C) Dissimilarity matrices based on the results from each behavioural task show relationships between the stimuli based on image/word classification (left; image similarity task) and object type (right; concept similarity task). D) Multi-dimensional scaling shows how stimuli clustered in the behavioural data. For the image similarity task (left), words formed a separate cluster from the images. For the conceptual similarity task (right), words and images of the same concept clustered together.
Using the behavioural models constructed from the two tasks, we assessed the behavioural relevance of the representations evoked in the contralateral and ipsilateral hemispheres. We used representational similarity analyses to compare the neural representations with behavioural models constructed from the image-similarity and concept-similarity versions of the odd-one-out task (Figure 7C). The logic of these analyses is shown in Figure 8A; neural RDMs at each time point were correlated with the image task RDM and concept task RDM to result in a time-varying neural-behaviour correlation for each task. This correlation was performed separately for the left and right hemispheres according to whether the stimuli were contralateral or ipsilateral. Figure 8B shows the mean neural-behaviour correlations for contralateral and ipsilateral conditions. We found that the behaviour reflected neural representations in the contralateral hemisphere (as indexed by above-zero correlations), and the neural-behaviour correlation was higher for the image task than the concept task. In contrast, the neural-behaviour relationship was similar for the image and concept tasks in the ipsilateral hemisphere, with greater statistical validity for the concept task. Together, these results indicate a fundamental difference in the types of information represented by the contralateral and ipsilateral hemispheres. Specifically, this suggests that information transfer from the contralateral to ipsilateral hemisphere might prioritise information that reflects object meaning; this likely includes certain visual features that are characteristic of object concepts, but not image statistics that are less relevant to object identity.
Figure 8. Neural-behaviour correlations for image and concept tasks.

A) Explanation of how neural-behaviour correlations were calculated. For each hemisphere and visual field condition, the neural dissimilarities across all 36 images were correlated with the behavioural dissimilarities for the image task and concept task, separately for each neural time point following image onset. The mean was subsequently calculated for the contralateral and ipsilateral conditions per behavioural task (example results plot shown). B) Neural-behaviour correlations across time for contralateral (left) and ipsilateral (right) stimulus presentations, collapsed across the left and right hemispheres. Behaviour from the image and concept tasks was reliably reflected in the neural signal in both hemispheres, though with less fidelity in the ipsilateral hemisphere particularly for the image task. Results are shown from the single-peripheral condition.
Discussion

In this study, we investigated the temporal dynamics of peripheral object processing within the left and right hemispheres. Across two different peripheral stimulus conditions, we found that image representations traverse the hemispheres across multiple stages of processing. Stimulus information was initially biased towards the contralateral hemisphere, but subsequent stages of processing showed robust neural responses in both hemispheres. Dynamics were different in the left and right hemispheres, regardless of whether the images were contralateral or ipsilateral. Specifically, the right hemisphere seemed to derive stimulus representations with higher fidelity than the left hemisphere, independent of visual field. Representational similarity analyses revealed that information is shared between the contralateral and ipsilateral hemispheres with a delay around 15–30ms. Finally, we found evidence that representations in both hemispheres correlate with behaviour on stimulus similarity tasks. While the contralateral hemisphere was more strongly correlated with image-related judgements than concept-related judgements, the ipsilateral hemisphere showed little difference in behavioural relevance for the two tasks. Together, these results suggest that hemispheric transfer prioritises object category information, which reflects both meaningful image features and object meaning, over image statistics that are not informative to meaning.

To our knowledge, this is the first study to assess representational dynamics in the left and right hemispheres in humans. We provide strong evidence of contralateral dominance of perceptual information in the visual system. This adds to previous work documenting contralateral dominance in the strength of neural activation (10–12) by showing that the contralateral hemisphere also represents visual information with higher fidelity than the ipsilateral hemisphere. Specifically, we found stronger and earlier representations for contralateral visual field relative to ipsilateral visual field stimuli. Yet, there were still relevant representations for ipsilateral stimuli, indexed by above chance decoding, indicating that information was transferred from the contralateral to ipsilateral hemispheres. This remained true even for the dual-peripheral condition: each hemisphere
contained information about the two stimuli that were presented simultaneously, regardless of whether they were in the contralateral or ipsilateral visual field. Our task was irrelevant with respect to the visual stimuli, so the sharing of information across hemispheres appears to be a fundamental feature of neural processing rather than a goal-driven process.

We found evidence for interference of information processing for two simultaneously presented peripheral images. Specifically, there was a reduction in information in the dual-relative to single-peripheral condition in both the contralateral and ipsilateral hemispheres, but only after initial stages of processing (later than 150ms). Thus, the first stages of processing seem to proceed unimpeded within retinotopic visual regions, but then hemispheric transfer influences the coding of visual information in mid- to high-level object coding regions. Indeed, previous EEG-fMRI work showed that high-level extrastriate regions respond to stimuli from both visual fields, whereas low-level extrastriate regions respond primarily to the contralateral hemifield (23). It should be noted that the simultaneous stimuli in the current study were presented in symmetrical positions relative to the vertical midline, and it could be that interference is particularly sensitive to this configuration. Nevertheless, the timing of the interference effects highlight some possibilities about the nature of different processing stages, namely regarding temporal multiplexing. A growing body of literature has revealed that multiple rapidly-presented images are represented simultaneously in the brain (24–26), yet the temporal resolution of processing decreases from low level to higher level regions in the visual hierarchy (27, 28).

In the context of peripheral image processing, a possibility is that early retinotopic brain regions quickly and process input from the contralateral hemifield serially, and then transfer information to higher regions within both hemispheres. These successive brain regions have longer temporal integration windows, which could plausibly lead to interference between different stimuli (e.g., masking), but would also enable integration when stimuli presented temporally or spatially adjacent are contextually related.
EEG is not known for its high spatial resolution, but we implemented several strategies to ensure the analyses were assessing distinct information from each hemisphere. First, we used clusters of electrodes that were spatially distinct, over the left and right occipitotemporal regions. Electrodes in these regions have previously been used to document hemispheric differences for face and word perception (29–31). Second, we performed a Laplacian transformation on the neural responses to highlight local patterns of activity, enhancing the spatial resolution of the signals (32). Indeed, the results indicate that there were distinct sources per hemisphere. The sensor searchlight analyses depict clear contralateral sources of information, with weaker ipsilateral clusters at later time points (see Supplementary Material). Finally, our time resolved decoding results show that the dynamics look distinct in the two hemispheres (e.g., with a later peak for ipsilateral stimuli). If there was only one neural source of information, we would expect an overall reduction for ipsilateral responses without a change in the timing.

In addition to varying dynamics for contralateral versus ipsilateral representations, the results of this study highlight differences between the left and right hemispheres of the brain. In particular, the left and right hemispheres seem to retain hemispheric-specific dynamics regardless of whether they are contralateral or ipsilateral, which is evidence that each hemisphere is specialised for certain types of information, and processing is distributed for these different processes. Furthermore, there was a consistent trend in which the right hemisphere had stronger representations than the left. Given the types of stimuli used in the current study, one could surmise that the hemispheric differences we observe are driven by the categories of words, which tend to be lateralised to the left hemisphere (33), and faces, which are lateralised to the right hemisphere (34). However, we find that even when separated by object category, there appears to be a consistent right hemispheric dominance in the strength of decoding (see Supplementary Material), which hints towards more general hemispheric processing differences, potentially centred around biases for specific visual features. It has been postulated that the two hemispheres contain distinct subsystems for abstract and specific visual object recognition (35, 36), with the right hemisphere more effective for specific exemplar recognition, so one possibility is that
the focus on stimulus information in the current study inadvertently biases towards a right hemispheric advantage. However, it should be noted that the hemispheric neural-behavioural analyses showed stronger correlations for the image task in the right hemisphere, but there was no left advantage for the concept task, a task that likely required a more abstract recognition strategy.

Despite hemispheric differences, there was evidence of clear representational overlap between the hemispheres. Our results show the ipsilateral hemisphere represents stimulus information similarly but after a delay relative to the contralateral stimulus. Our estimates of the delay were on the order of 15-30ms. This again points to clear evidence of information transfer from one hemisphere to the other. More support for this transfer delay is evident from the delay of decoding onset for ipsilateral relative to contralateral stimuli (see Table 1). Beyond the timing differences, the similarity in the structure of stimulus representations between the hemispheres contralateral and ipsilateral to the experimental stimuli suggests an element of redundancy in the system. The ipsilateral hemisphere receives peripheral visual information indirectly, via the contralateral hemisphere, so shared or redundant information does not come as a surprise. Yet, this indirect transfer does not preclude different processes being carried out on inputs to the contralateral and ipsilateral hemispheres. We found the information within the hemisphere ipsilateral to the stimulus did not contain any unique information relative to the contralateral hemisphere, but rather the information was largely duplicated throughout the time course of processing. Importantly, however, the specific information that was transferred to the ipsilateral hemisphere was only a subset of that represented within the contralateral hemisphere. This raises the possibility that hemispheric transfer operates as a filtering mechanism, modulating neural activity to focus the most important types of information. Indeed, evidence suggests that cross-hemispheric neurons are mainly excitatory but they target both excitatory and inhibitory neurons (37), which seems a plausible route for information pruning. So, despite the apparent redundancy across the hemispheres, perhaps the ipsilateral hemisphere plays an important role in being able to process only the most relevant information.
Our analyses into the behavioural relevance of the neural representations supports this “filtering via hemispheric transfer” theory. The contralateral hemisphere was biased towards perceptual over conceptual judgements, with behavioural responses on the image task accounting for more variance within the neural signal than responses on the concept task. Yet, in the ipsilateral hemisphere there was little difference between the behavioural relevance for perceptual and conceptual judgements. Behavioural responses in the image task and concept task, while separable, were highly correlated, so we would not expect them to necessarily dissociate. We suggest that similar neural-behavioural correlations for both tasks in the ipsilateral hemisphere probably reflects judgements that are common between the two tasks, which seem to be object-category focused. In contrast, the types of information that were lost to hemispheric transfer mainly related to perceptual judgements, likely related to image statistics. These findings indicate that hemispheric transfer might prioritise information relating to object identity; this includes object meaning as well as image features that are characteristic of object identity (e.g., trees tend to be green). While there are still many open questions about the nature of hemispheric transfer, we think this is a promising line of research and future work can try to disentangle the specific types of information that are prioritised for transfer across the hemispheres.

Materials and Methods
All code, stimuli and behavioural data are available at https://github.com/amandakrobinson/hemifield-eeg and EEG data are available at https://openneuro.org/datasets/ds005087.

Participants
Participants were 20 adults recruited from the University of Sydney (15 females, median age 22 years) in return for payment or course credit. The study was approved by the University of Sydney ethics committee and informed consent was obtained from all participants. Edinburgh handedness scores indicated 17 participants were right-handed, 1 was left-handed and 2 were ambidextrous. The same trend in results was seen if only right-handed
individuals were analysed (see Supplementary Material). All participants reported normal or
corrected-to-normal vision.

**Stimuli and Design**

Participants viewed images that appeared centrally or to the left or right of fixation on a 1920 × 1080 resolution ASUS VG236 monitor while their neural activity was measured with EEG. There were 36 stimuli: four different image exemplars of 6 basic objects: fish, bird, face, boat, tree and tool; and word labels for the same 6 objects in lower and upper case (Figure 1A). Half the trials were words and half were objects. Stimuli were presented at approximately 3.24 × 3.24 degrees of visual angle, and at an eccentricity of 3.24 degrees to the centre of the object. All stimuli were presented using Psychopy (38). We intended to present the words in italics as well as original typeface but an unforeseen issue with the PsychoPy presentation meant the italics were not applied, so each specific word stimulus was presented double the number of times compared with each object (but only half of these were analysed, see below).

There were three types of experimental sequences: central, single-peripheral and dual-peripheral (Figure 1B). These sequences were interleaved throughout the experimental session. Here, we focus only on the peripheral and dual-peripheral sequences as these inputs are projected to a single hemisphere in a bottom-up fashion. In each sequence, there were 192 trials. Each trial was presented for 100ms with a gap of 100ms between trials (5 Hz presentation). In the single-peripheral condition, stimuli were presented half to the left and half to the right of fixation equiprobably and in random order, with only one stimulus presented at a time. Each sequence consisted of 4 repeats per object stimulus (2 on the left and 2 on the right) and 8 repeats per word stimulus (4 left; 4 right). In the dual-peripheral condition, every trial consisted of one stimulus to the left and one to right visual field simultaneously. There were 96 images and 96 words on each side in random combinations. Within each sequence, trials were presented in random order. Across the experiment, there were 24 single-peripheral and 12 dual-peripheral sequences, which, in total, contained the same number of stimulus repeats per visual field. In sum, there were
48 repeats of each of the 24 image stimuli and 96 repeats of each of the 12 word stimuli in each hemifield for each condition. To maintain equal trial numbers per class, only 48 repeats for the word stimuli were analysed, randomly selected.

During the experimental session, participants were asked to monitor the three dots (central fixation, left and right) marking the possible stimulus locations and detect when one turned red (Figure 1B) and indicate detection by button press. Participants were asked to maintain fixation on the central dot. This task was designed to be orthogonal and irrelevant to the stimuli, but ensured that participants maintained attention across the whole visual field throughout the experiment, regardless of stimulus presentation condition.

**EEG recording and preprocessing**

EEG data were continuously recorded from 64 electrodes arranged in the international 10–20 system for electrode placement (39) using a BrainProducts ActiChamp system, digitized at a 1000Hz sample rate. Scalp electrodes were referenced to Cz during recording. The EEGLAB toolbox (40) was used to preprocess the data offline. First, we interpolated electrodes that exceed 5 standard deviations of kurtosis, then a common average reference was applied. We filtered the data using a Hamming windowed sinc FIR filter with highpass of 0.1Hz and lowpass of 100Hz as in our previous work (24, 26). Downsampling was not applied, so the temporal resolution of the data was 1ms. Epochs were created for each stimulus presentation ranging from -100 to 800ms relative to stimulus onset. Finally, we used the CSD toolbox (41) to perform a Laplacian transformation (32) which calculates the second spatial derivative of the scalp potentials. This transformation enhances the spatial resolution of the EEG signal at the scalp, in our case ensuring greater distinction between left and right hemispheric responses.

**Neural decoding**

To investigate the neural representations of lateralised stimuli in the two hemispheres, we used multivariate pattern analyses to assess stimulus-specific representations per hemifield
(left/right), hemisphere (left/right) and presentation condition (single-/dual-peripheral). Given that EEG responses are typically stronger for contralateral stimuli (12), we expected that stimuli would also be represented with higher fidelity in the contralateral hemisphere than the ipsilateral hemisphere, and potentially represented with different dynamics. Further, we were interested in how conflicting information to the hemispheres (as in the dual-peripheral condition) influenced the neural representations relative to the single-peripheral condition.

EEG data were analysed using time-resolved classification methods and implemented using the CoSMoMVPA toolbox (42). Decoding was performed separately for the left and right hemispheres using clusters of six occipito-temporal electrodes (Figure 1C). The electrodes chosen were O1, PO3, PO7, P3, P5 and P7 for the left cluster, and O2, PO4, PO8, P4, P6 and P8 for the right cluster. These clusters encompass similar electrodes to previous work investigating lateralised responses (29–31), but containing sufficient electrodes to allow for pattern analysis. Decoding was performed separately for each participant, for each presentation condition (single/dual × left/right hemifield) and for each single time point in the epoch (1 ms time resolution). Data were pooled across the 6 EEG sensors in each cluster, and we tested the ability of a linear discriminant analysis (LDA) classifier to discriminate between the patterns of neural responses associated with each stimulus. A 12-fold cross-validation procedure was used, with each fold containing independent trial sequences. All pairs of combinations for the 36 stimuli (e.g., face1 vs tree2, word-tool1 vs fish4) were decoded, resulting in 630 unique contrasts across time per condition per participant. Classifier accuracy was calculated as the proportion of correct classifier predictions across all folds, and the group mean was calculated per condition. All decoding contrasts were pairwise, so chance performance was 0.5. Accuracy of classifier predictions reflected the information in the neural signal, where above-chance classification accuracy (>0.5) indicated that the hemisphere contained information about the stimuli.

*Behavioural similarity task*
We were also interested in how the neural responses within each hemisphere related to behavioural judgements for the same stimuli. In two online experiments (43), conducted independently of the EEG acquisition, new groups of participants rated the similarity between the experimental stimuli using a triplet odd-one-out task (44, 45) with the 36 experimental stimuli.

Participants were undergraduate students from the University of Sydney who participated in return for course credit. The experiments were programmed in jsPsych (46) and hosted on Pavlovia (38). In each experiment, there was a separate set of instructions: “choose the one that looks different” \((N = 21)\), or “choose the one that is conceptually different” \((N = 21)\). On each trial, three experimental stimuli were presented simultaneously, and participants were asked to choose the odd one out by clicking on the stimulus (Figure 2A). There were 400 trials in the experiment, and stimulus combinations were randomly chosen.

Behavioural responses were used to construct representational dissimilarity matrices for each task. For each trial, we calculated dissimilarity across the pairs of stimuli (3 pairs for the 3 distinct stimuli). The chosen odd-one-out stimulus was coded as dissimilar from each of the other two stimuli (value of 1), and the two other stimuli were coded as similar (value of 0). Across all trials of all participants, the dissimilarity of each stimulus pair (e.g., face1 vs word-tree2) was calculated as the mean response for all trials in which those two stimuli were presented together, a measure of their relative similarity to each other compared with the other stimuli in the set.

Representational similarity analyses
To investigate the relationship in the structure of stimulus representations between the two hemispheres, we used representational similarity analyses (RSA) (22). RSA allowed a comparison between hemispheres which was abstracted away from specific neural activity patterns, and rather focused on the relationships between stimulus representations. In this case, RSA allowed hemispheric-specific representations to be compared with representations of the other hemisphere in the single- and dual-peripheral conditions. In a
subsequent set of analyses, we used RSA to compare representations within each hemisphere with behavioural judgements, to assess the content of information within each hemisphere.

Using the neural and behavioural results, we constructed representational dissimilarity matrices (RDMs), which quantified the similarity between each stimulus (e.g., Figure 5A). Each of these RDM models was a 36 × 36 matrix of dissimilarity for each of the 36 stimuli with each other stimulus, using the relevant neural or behavioural measure. The RDMs were symmetrical across the diagonal, with 630 unique values. Neural RDMs used decoding accuracy for each pair of stimuli at each time point (1 ms temporal resolution). Separate 36 × 36 stimulus RDMs were constructed for each hemisphere, time point and participant, where each cell contained the mean decoding accuracy between two stimuli. The behavioural RDMs were based on the group mean dissimilarity scores from the two behavioural experiments. We also constructed two additional stimulus models based on the stimulus category (image/word) and concept (e.g., tree, tool, face).

Using RSA, we investigated how representations varied across the hemispheres. First, we correlated the left and right hemisphere RDMs using Spearman correlation to assess similarity of the lower diagonals of the RDMs (i.e., the unique pairwise values), for every pair of time points. This allowed us to assess how representations were similar across the hemispheres, and whether this similarity was dependent on transfer delays. Finally, we correlated the neural models across time with each behavioural model to assess how neural information might inform overall perception. Correlations were performed for each EEG participant separately and the mean was calculated across the group.

For any analyses comparing hemispheres, we used a split-half comparison method to reduce spurious correlations due to correlated noise. Specifically, we constructed two RDMs per condition, based on odd or even sequences (i.e., using 6-fold cross-validation to decode stimulus pairs). We then assessed similarity in neural RDMs across hemispheres by using different sequences; for example, comparing the left hemisphere RDM from odd
sequences with the right hemisphere RDM from even sequences and vice versa, then taking the mean.

**Statistical testing**

To assess neural representations within the hemispheres, we used Bayesian statistics to determine the evidence for the alternative relative to the null hypotheses (47–51). For decoding analyses, the alternative hypothesis of above-chance (50%) decoding was tested. For correlation analyses, the alternative hypotheses of above- and below-zero correlations were tested. We used the ‘BayesFactor’ package in R (52). Bayes Factors were calculated using a JZS prior, centred around chance decoding of 50% (50) with default scale factor of 0.707, meaning that for the alternative hypotheses of above- and below-chance decoding, we expected to see 50% of parameter values falling within -0.707 and 0.707 standard deviations from chance (49, 50, 53, 54). A null interval was specified as a range of effect sizes between -0.5 to 0.5 (55).

A Bayes Factor (BF) is the probability of the data under the alternative hypothesis relative to the null hypothesis. We consider BF > 3 as evidence for the alternative hypothesis (above-chance decoding and reliable correlations). To calculate the onset of effects, we used a conservative estimate of the first time that there was sustained evidence for 10 ms (ten consecutive time points with BF > 10). We interpreted BF < 1/3 as evidence in favour of the null hypothesis (49, 56).
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