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Abstract 25 

Recent advancements in Artificial Intelligence (AI) have rendered image-synthesis models 26 

capable of producing complex artworks that are nearly indistinguishable from human-made 27 

works. Here we present the first quantitative assessment of human perception and preference for 28 

art generated by OpenAI's DALL·E 2, a leading AI tool for art creation. Participants were 29 

presented with pairs of artworks, one human-made and one AI-generated, in either a preference 30 

task or a discrimination task. Results revealed a significant preference for AI-generated artworks. 31 

At the same time, a separate group of participants were above-chance at detecting the AI-32 

generated work within each pair, indicating a perceptible distinction between human and 33 

artificial creative works. This shift in art preference to favour synthetic creations is poised to 34 

revolutionise the way we think about art and its value to human society, prompting reflections on 35 

authorship, authenticity, and human creativity in the era of generative AI.  36 

  37 



 Artificial Intelligence (AI) is rapidly becoming prevalent in our everyday lives. With 38 

each iteration in technological capabilities, the gap between AI and human ability is narrowing. 39 

One such advancement has been the recent wave of image-synthesis models; AI image-40 

generation tools that have evolved to a level of sophistication such that it is nearly impossible to 41 

distinguish between photographs of real human faces and those generated by a computer 1,2. The 42 

fact that AI is able to fool the human visual system’s perception of faces – one of our most 43 

deeply-rooted and evolutionarily relevant brain functions – is certainly cause for concern 3, but 44 

how does it fare against what is arguably the pinnacle of human creativity: Art? 45 

Addressing this question has become increasingly important for understanding the 46 

changing landscape of the art world and the role of technology in shaping artistic production and 47 

consumption. Aside from growing concerns about intellectual property and privacy violations 4, 48 

AI-generated art raises fundamental questions about how we might (re)define creativity 5, an 49 

ability considered until now to be human-specific. Here we provide the first objective and 50 

quantitative assessment of the human perception of artificial art made using OpenAI’s DALL·E 51 

2, one of the most advanced AI tools for art generation (https://openai.com/dall-e-2). We 52 

compared human observers’ appreciation of AI- and human-generated art and tested observers’ 53 

ability to distinguish between the two. With high-level performance for representational image 54 

generation, DALL·E 2 represents a step change in the field, as technology and synthetic 55 

representational artworks publicly accessible before its release were often much more 56 

rudimentary in complexity of composition and general verisimilitude 6. As such, prior research 57 

on the perception of AI-generated art has been restricted to abstract productions, which, while 58 

akin to human artwork, tend to be readily construed as artificial, especially when placed in the 59 

context of studying AI art 7.  60 



 To assess human observers’ appreciation and discrimination of non-abstract artworks 61 

generated by both humans and AI, we paired 50 lesser-known real artworks by famous 62 

representational artists with 50 artificial artworks generated in a similar style using OpenAI’s 63 

DALL·E 2, as depicted in Figure 1. Online observers viewed these image pairs in either a 64 

preference judgement task (Experiment 1, ‘Which artwork do you like the most?’, 127 65 

participants) or a real-artificial discrimination task (Experiment 2, ‘Which artwork was generated 66 

by a computer?’, 137 participants) (see Figure 2A). To minimise bias and conceal the true 67 

purpose of each experiment, in both cases the 50 matched image pairs appeared randomly 68 

intermingled with random pairs drawn from the full image set.  69 



 70 

Figure 1. The 50 pairs of human-made (left image) and AI-generated (right image) artworks in 71 
Experiments 1 and 2. Corresponding author and style used as prompts in DALL·E 2 appear 72 
below each pair. Human-made images were sourced from Wikimedia Commons 73 
(https://commons.wikimedia.org) and WikiArt (https://www.wikiart.org); AI-generated images 74 
were obtained from DALL·E 2 (https://openai.com/dall-e-2).  75 



Results 76 

Experiment 1 revealed a significant preference for AI-generated artworks. Without being 77 

provided with any information about the origin/authorship of the artworks, participants in the 78 

preference task tended to prefer the AI-generated artworks significantly more often than the 79 

human-created artworks (AI-preference scores significantly above 50% chance-level, t(126) = 80 

5.39, p < 0.001, d = 0.48).  81 

Interestingly, when a separate group of participants in Experiment 2 were asked to detect 82 

which one of the two artworks was made by a computer, they could do so significantly better 83 

than chance. A one-sample t-test indicated AI detection accuracy was significantly above 50%, 84 

t(136) = 3.62, p < 0.001, d = 0.31, although a smaller effect size was observed compared to 85 

Experiment 1.  86 

  87 



 88 

Figure 2. (A) Illustration of task displays used in Experiments 1 and 2 to respectively examine 89 
AI preference and AI-detection accuracy. There were 100 trials in each experiment, 50 of which 90 
were the critical human-AI pairs (B) Individual participants’ AI preference scores (Experiment 1, 91 
at left) and AI detection accuracy scores (Experiment 2, at right) averaged across all pairs of 92 
artworks. Corresponding boxplots and distributions appear at right.  93 
 94 

 95 
Image-wise correlational analysis revealed a positive relationship between AI preference 96 

and AI detection accuracy scores associated with each pair, t(48) = 3.23, p = 0.002, r = 0.42. As 97 

shown in Figure 3, the AI-generated artworks that Experiment 1 participants tended to prefer 98 

were also those that Experiment 2 participants were better able to detect, suggesting there may be 99 

features in the artworks driving both preference for and detection of AI-generated art. No 100 

significant correlations between participants’ experience in art (i.e., interest and knowledge in 101 

art, see methods for further details) and AI preference and detection accuracy were observed in 102 



either experiment (r(125) = 0.02, p = 0.79, and r(135) = 0.16, p = 0.06 for Experiments 1 and 2, 103 

respectively).  104 

 105 

 106 

Figure 3. Correlation between AI preference scores in Experiment 1 and AI detection accuracy 107 
scores in Experiment 2. Each dot represents one human-AI artwork pair (50 in total). Coloured 108 
dots highlight the five pairs of artworks at both ends of the spectrum. The solid line represents 109 
the line of best fit. 110 
 111 
 112 
Discussion 113 

There is burgeoning sentiment that AI-image generation technology has reached a point 114 

of refinement that challenges our traditional understanding of the human perception and 115 

appreciation of art 5. Our results evidence this claim, revealing that human observers prefer AI-116 



generated artworks over stylistically similar artworks painted by real people. This paradigm shift 117 

in art appreciation, favouring synthetic works over those created by human artists, has the 118 

potential to revolutionize the art world, while also raising new questions about authorship, 119 

authenticity, and the role of human creativity in the age of generative AI. 120 

Our findings stand in contrast to prior research on subjective evaluations of computer-121 

generated artwork, which have largely reported a negative bias towards AI art 8–12. This work has 122 

primarily examined the role of authorship attribution in AI art perception, rather than the 123 

aesthetic value of the artworks themselves. Thus, the observed negative bias in these studies 124 

appears to relate to our explicit prejudice against artificially-generated content (i.e., if an artwork 125 

is labelled as computer-generated, we tend not to like it). In contrast, here we obtained observer 126 

preference decisions in the absence of any authorship label – a neutral presentation format that 127 

encourages observers to judge the inherent aesthetic qualities of the artworks – and assessed 128 

authorship discrimination in a separate experiment. This approach allowed us to obtain a 129 

quantitative assessment of the current art-generating capabilities of AI image-generation models, 130 

free from external biases. 131 

Although observers in the first experiment consistently preferred artworks generated by 132 

DALL·E 2 over those made by human artists, it was not the case that these AI artworks were 133 

indistinguishable from human creations. In Experiment 2, a separate group of observers were 134 

asked to explicitly judge which of the two artworks in each pair was generated by a computer. 135 

We found they could reliably do so above chance-level. Moreover, there was a positive 136 

correlation between the image-pairs’ AI-preference and AI-detection scores, suggesting that the 137 

same visual features that made the AI-generated artworks more detectable to participants in 138 

Experiment 2 also made those artworks more appealing to participants in Experiment 1 13. This 139 



intriguing pattern underscores the role that explicit bias against artificial creations has likely 140 

played in prior investigations 8–12 of the aesthetic appeal of AI-generated artworks: When 141 

participants do not know the artworks are computer-generated, they freely prefer them. 142 

Interestingly, we found no evidence that these effects were moderated by observers’ art 143 

expertise, suggesting that the features in question are broadly accessible; a possibility which 144 

future research will no doubt explore in detail.  145 

More generally, these results suggest that GANs, the technology behind DALL·E 2, in 146 

striving for stronger verisimilitude in computer-generated art, have evolved to do so by 147 

extrapolating (or exploiting) existing known biases in human cognition. On this thinking, 148 

DALL·E’s capacity to produce works that observers tend to prefer over human artworks can be 149 

explained by the fact that its training dataset comprises images of artworks that are broadly 150 

considered to be aesthetically pleasing. This is in line with recent research on ‘deepfakes’, 151 

wherein AI-generated faces not only fool observers with their hyper-realistic nature, but are also 152 

associated with enhanced perceptions of trustworthiness 2,14,15. These findings raise critical 153 

concerns about the exact nature of the cognitive processes that could be targeted and manipulated 154 

using generative-AI, and therefore, about its large-scale deployment without detailed 155 

investigation.   156 

In a world increasingly shaped by the algorithms around us, the current findings suggest 157 

that AI has not only caught up with human-generated art, but is redefining our understanding of 158 

creative expression altogether. If AI-generated content has reached or surpassed aesthetic 159 

equivalence with human creation, the question of whether something can truly be considered 160 

‘art’ if it has no human architect becomes more complicated. Our results are an initial step 161 

towards untangling the complex interaction between generative AI and human aesthetic 162 



preference; clearly, systematic examinations of AI-generated artworks’ features are needed to 163 

fully understand the mechanisms and implications of AI preferences. As the field of generative-164 

AI continues to accelerate – spurring equal parts concern and excitement – there can be no doubt 165 

as to the urgency in this challenge. DALL·E 2 will soon be superseded by the next generation of 166 

algorithms with as-yet unknown capabilities. Understanding how the human experience 167 

intersects with this technology will be critical to ensuring its positive impact in our society.   168 

 169 

Methods 170 

Participants 171 

Online participants from Western Sydney University were recruited via the university 172 

(SONA) participant management system in exchange for course credits. We recruited 127 173 

participants in Experiment 1, including 31 males, 95 females, and 1 non-binary with mean age of 174 

22.27 (SD = 5.89), and 137 participants in Experiment 2, including 26 males, 109 females, and 2 175 

non-binary with a mean age of 21.76 (SD = 6.99). Our participants reported on average a 176 

medium level of expertise in art, with subjective ratings of interest in art of 63.32 (SD = 29.68) 177 

and 62.22 (SD = 28.12), knowledge of art history of 30.81 (SD = 25.41) and 28.41 (SD = 26.46), 178 

artistic personality of 53.32 (SD = 28.35) and 52.49 (SD = 29.00) on a scale of 0 to 100, in 179 

Experiment 1 and 2, respectively. All participants provided written informed consent prior to the 180 

study, which was approved by the Human Research Ethics Committee of Western Sydney 181 

University.  182 

 183 

 184 

 185 



Stimuli 186 

Stimuli in Experiments 1 and 2 were 50 images of real artworks and 50 images of AI-187 

generated artworks representative of various artistic styles (impressionism, early expressionism, 188 

baroque and romanticism). Each image was presented at 200×200 pixels, which, assuming a 189 

standard laptop screen, corresponds to approximately 6×6 degrees visual angle (note this varies 190 

depending on the participant’s own device). Real and synthetic artworks were matched across 191 

artistic styles to form 50 pairs of images shown in Figure 1. 192 

The AI-generated stimuli were created with DALL·E 2, an image diffusion model that 193 

generates high-quality, complex images based on textual prompts input by the user 194 

(https://openai.com/dall-e-2). Briefly described, this process relies on a text encoding model 195 

(Contrastive Language-Image Pre-training; CLIP) to link textual input to visual output by use of 196 

a two-stage model involving a ‘prior’ image caption embedder and an ‘encoder’, which work in 197 

tandem to extract information relevant to the desired visual output 16. After sufficient training, 198 

the CLIP model is frozen and the now-embedded semantic information it produced is used to 199 

train a diffusion ‘decoder’ that allows for the process to be inverted. DALL·E 2 employs a 200 

diffusion model named Guided Language to Image Diffusion for Generation and Editing, which 201 

after training, allows for text-conditional image generation. This is achieved by training a 202 

Markov chain to make certain inferences using a set of sample images, which are iteratively 203 

provided with more Gaussian noise until it is able to reverse the generation process 17. This 204 

model is then trained using a generative adversarial network (GAN), where two networks, a 205 

generator and a discriminator, are locked in a zero-sum game and continually pushed to greater 206 

levels of image generation refinement 18. The result is a highly accessible and versatile AI image-207 

generation tool that can convert textual prompts into detailed realistic images. 208 



DALL·E 2 was used with 36 unique prompts that included both an artist's name and the 209 

type of artwork (e.g., “Paul Cezanne style still life painting”, see Figure 1). DALL-E generates 210 

several images in response to each prompt. We selected a single image per prompt and cropped 211 

the image to remove the DALL·E logo in the bottom-right corner. Several prompts were used 212 

multiple times (e.g., Claude Monet style garden painting). To minimize bias in the selection 213 

process, the generated images were manually compared to famous artists’ works found on 214 

Wikimedia Commons (https://commons.wikimedia.org) and WikiArt (https://www.wikiart.org), 215 

focusing on comparable visual features (e.g., colour, style, composition). The experiment ran 216 

online in participants' web browsers 19, was coded using the javascript framework jsPsych, 217 

version 7.3 20, and ran on Pavlovia 21. 218 

 219 

Procedure 220 

 Experiments 1 and 2 had the same experimental procedure and design, differing only in 221 

terms of participant instruction. At the start of the experiment, participants reported their 222 

demographic information, along with their art expertise, operationalised through three questions: 223 

(1) “Rate your interest in art”, (2), “Rate your knowledge of art history”, and (3) “How artistic 224 

are you?”. Participants indicated their response using a slider coded to a value between 0 and 225 

100. Next, in the main part of the experiment, the 50 pairs of artworks shown in Figure 1 were 226 

presented once in a random order with the human-made and AI-generated stimuli being 227 

randomly presented either on the left or right side. Participants in Experiment 1 were not aware 228 

of the true aim of the study. They were not informed of the origin of the artworks and were 229 

simply instructed to select which one of the two images they preferred (see Figure 2A). 230 

Participants in Experiment 2 were told that one in each pair was AI-generated and instructed to 231 



click on it (see Figure 2A). Fifty additional trials with unique 50 pairs randomly drawn from the 232 

100 (human and AI) artworks were included in each experiment (but not analysed) to ensure that 233 

participants remained naïve to the experimental manipulation. The 100 trials in total were 234 

performed by participants at a self-selected pace. Each pair of images remained onscreen until a 235 

selection was made. The total duration of the experiment was about 5 minutes. Participants could 236 

only participate in either Experiment 1 or Experiment 2 to ensure participants in Experiment 1 237 

were not aware of the presence of AI-generated stimuli. 238 

 239 

Data and statistical analysis 240 

 AI preference scores from Experiment 1 and AI detection accuracy scores from 241 

Experiment 2 of each participant were averaged across the 50 pairs of stimuli and then submitted 242 

to one-sample t-tests to examine deviations from the 50% chance level. The scores for each pair 243 

of images were also averaged across all participants within each experiment separately to test the 244 

image-wise correlation between the two experiments using Pearson correlations. A principal 245 

component analysis was conducted on the three expertise scores and data on the first dimension 246 

were used to test the effect of expertise on AI preference and AI detection accuracy in 247 

Experiment 1 and 2 using Pearson correlations. 248 

 249 

Data availability  250 

Stimuli and data used in this article are publicly available on the open science framework: 251 

https://osf.io/n7w32/  252 
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